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Given the prevalence of dementia and the development of pathology-specific disease-modifying therapies, high- 
value biomarker strategies to inform medical decision-making are critical. In vivo tau-PET is an ideal target as a bio
marker for Alzheimer’s disease diagnosis and treatment outcome measure. However, tau-PET is not currently widely 
accessible to patients compared to other neuroimaging methods. In this study, we present a convolutional neural 
network (CNN) model that imputes tau-PET images from more widely available cross-modality imaging inputs. 
Participants (n = 1192) with brain T1-weighted MRI (T1w), fluorodeoxyglucose (FDG)-PET, amyloid-PET and tau-PET 
were included. We found that a CNN model can impute tau-PET images with high accuracy, the highest being for 
the FDG-based model followed by amyloid-PET and T1w. In testing implications of artificial intelligence-imputed 
tau-PET, only the FDG-based model showed a significant improvement of performance in classifying tau positivity 
and diagnostic groups compared to the original input data, suggesting that application of the model could enhance 
the utility of the metabolic images. The interpretability experiment revealed that the FDG- and T1w-based models 
utilized the non-local input from physically remote regions of interest to estimate the tau-PET, but this was not 
the case for the Pittsburgh compound B-based model. This implies that the model can learn the distinct biological 
relationship between FDG-PET, T1w and tau-PET from the relationship between amyloid-PET and tau-PET. Our study 
suggests that extending neuroimaging’s use with artificial intelligence to predict protein specific pathologies has 
great potential to inform emerging care models.
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Introduction
Together with amyloid-β (Aβ) plaques, misfolded tau neurofibrillary 

tangles (NFT) are the characteristic pathologic feature of tauopa

thies, a group of progressive neurodegenerative disease entities in

cluding Alzheimer’s disease.1,2 Tau-PET, which is a minimal 

invasive method to quantify the extent and distribution of NFT in 

the brain,3-5 is therefore a promising tool to assess response to ther

apy or changes over time.6 Cross-sectional studies showed that 

tau-PET uptake levels can be used effectively to support a clinical 

diagnosis of Alzheimer’s disease dementia and to estimate disease 

severity.7-12 Tau-PET uptake patterns have been associated with 

specific clinical phenotypes of Alzheimer’s disease, whereas 

amyloid-PET has not, with distinct distributions of tau pathology 

associated with posterior cortical atrophy, logopenic variant pri

mary progressive aphasia, and other presentations of Alzheimer’s 

disease.8,13-17

Accordingly, multiple tau-PET agents have been developed for 
both Alzheimer’s disease and other taupathies.4 Recently, 
18F-flortaucipir (18F-AV-1451) received FDA approval for clinical 
use in the evaluation of Alzheimer’s disease.18 This ligand has 
been shown to have specificity for Alzheimer’s disease-like tau 
pathology in vivo19 and used to stratify participants for a recent clin
ical trial targeting amyloid pathology.20 However, at present, 
tau-PET is not widely accessible to patients compared to other neu
roimaging methods.21 Moreover, the addition of tau-PET to the 
diagnostic evaluation of dementia, which currently includes 
18F-fluorodeoxyglucose (FDG)-PET and amyloid-PET, creates an 
additional burden on patients of undergoing the test and the expos
ure to multiple radiopharmaceuticals. In addition, FDG-PET has 
wide application across all forms of degenerative dementia because 
it contains useful features across the entire spectrum of aetiologies 
beyond amyloid- and tau-associated conditions.22 Nevertheless, 
measuring tau pathology is integral to the diagnosis and prognosis 
of the Alzheimer’s disease continuum and increasing the accessi
bility of tau-PET has potential to enable a greater role in research 
and clinical applications in the future.23

In this study, using a large collection of multi-modality database 
(1192 unique individuals), we developed a convolutional neural 
network (CNN) model, which enables a cross-modal tau-PET syn
thesis from other neuroimaging data, including FDG-PET, struc
tural T1-weighted MRI (T1w) or amyloid-PET, as input. Tau burden 
has been correlated to regions of FDG hypometabolism,8,15,24,25 cor
tical atrophy10,13,26,27 and amyloid accumulation,26,28-30 although 
the correlation values are limited given the complex relationship 
between the biomarkers. We hypothesized that the CNN model 
trained on a large neuroimaging sample might enable an accurate 
imputation of spatial distribution of tau pathology by learning the 
underlying biological relationship between biomarkers. This might 
be useful for a medical decision-making as the approach can pro
vide a clinically useful mapping from one modality to another. 
With recent advances in deep learning techniques, several works 
have explored cross-modality synthesis that transforms images 
from one domain to another, including low-dose FDG-PET to 
standard-dose FDG-PET,31 CT to T1w,32 T1w to FDG-PET33,34 and 
CT to FDG-PET.35 In the current work, we present a 3D 
Dense-U-Net model for the imputation of tau-PET from either 
FDG-PET, amyloid-PET or structural T1w and compare the perform
ance of each modality-based tau-PET imputation models. 
Moreover, we evaluate the clinical implications of the artificial in
telligence (AI)-imputed tau-PET by assessing its predictive ability 
for classifying tau positivity and clinical diagnostic groups.

Materials and methods
Participants

Participants from the Mayo Clinic Study of Aging (MCSA) or the 
Alzheimer’s Disease Research Center study (ADRC) who underwent 
T1w, FDG-PET, amyloid-PET with 11C-PiB (Pittsburgh compound B)36

and tau-PET with 18F-Flortaucipir (AV-1451)37 were included 
(n = 1,192, number of scans = 1505) (Table 1 and Supplementary 
Fig. 1). All participants or designees provided written consent with 
the approval of Mayo Clinic and Olmsted Medical Center 
Institutional Review Boards. The inter-scan interval between input 
imaging and tau-PET was 6.53 ± 10.53, 6.50 ± 13.63 and 0.71 ± 5.58 
days [mean ± standard deviation (SD)] for the FDG-PET, T1-MRI and 
PiB PET, respectively. The participants were categorized into major 
clinical subgroups based on clinical diagnosis including cognitively 
unimpaired (CU; n = 739, number of scans = 890), mild cognitive im
pairment (MCI; n = 169, number of scans = 208), typical Alzheimer’s 
disease (AD; n = 110, number of scans = 165), behavioural variant of 
frontotemporal dementia (bvFTD; n = 25 number of scans = 32), de
mentia with Lewy bodies (DLB; n = 38, number of scans = 54) and 
other clinical syndromes [e.g. vascular cognitive impairment, idio
pathic REM sleep behaviour disorder (RBD), posterior cortical atrophy 
(PCA), semantic dementia, logopenic variant of primary progressive 
aphasia (lvPPA), non-fluent variant of primary progressive aphasia 
(nfvPPA) and progressive supranuclear palsy (PSP); n = 111, number 
of scans = 156] (Table 1). The clinical categories in these databases 
were not used in training the algorithm, given that ground-truth 
was the tau-PET scan from these participants. However, we evalu
ated the implications of the trained models using common clinical 
categories (cognitively unimpaired, Alzheimer’s disease spectrum, 
FTD spectrum and DLB spectrum).

To examine whether the trained model presents a dataset-specific 
bias, we also utilized the Alzheimer’s Disease Neuroimaging initiative 
(ADNI; adni.loni.usc.edu) dataset. For the ADNI cohort, we pulled all 
visits with a 3 T accelerated T1w, FDG-PET and tau-PET where avail
able (n = 288; Supplementary Table 1). Amyloid-PET from the ADNI 
database was not used for the external evaluation because different 
amyloid tracers (Florbetapir38 and Florbetaben39) were used in that 
study. The ADNI dataset included normal controls (n = 15), MCI 
(n = 205) and dementia (n = 68). Image IDs for the ADNI cohort used in 
this study can be downloaded from the following link (https://github. 
com/Neurology-AI-Program/AI_imputed_tau_PET/ADNI_cohort_with_ 
imageIDs.csv).

Neuroimaging

For the Mayo data, T1w MRI scans were acquired using 3 T GE and 
Siemens scanners with MPRAGE sequences. PET images were ac
quired 30–40 min after injection of 18F-FDG, 40–60 min after 
11C-PiB injection and 80–100 min after 18F-AV-1451 injection. CT 
was obtained for attenuation correction. Details of ADNI imaging 
protocols have been previously published.40,41 PET images were 
analysed with our in-house fully automated image processing pipe
line.42 Briefly, the PET scans were co-registered to the correspond
ing T1w for each participant within each time point, and 
subsequently warped to template space43 using the non-linear 
registration. FDG-PET standardized uptake value ratio (SUVR) was 
calculated by dividing the median uptake in the pons and the cere
bellar crus grey matter for tau-PET and PiB-PET SUVR.44 For each 
T1w volume, spatial inhomogeneities were corrected and an inten
sity normalization was performed by dividing a mean intensity de
rived from individualized white matter mask.45 The FDG, 
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intensity-normalized T1w and PiB SUVR images were used for input 
data to the CNN model. The tau-PET SUVR images were used for tar
get label data for CNN training. The PET images were not partial vol
ume corrected. Cortical thickness and grey matter volume were 
measured with FreeSurfer software.46 The tau-PET meta-region of 
interest (ROI) used in this study included the amygdala, entorhinal 
cortex, fusiform, parahippocampal and inferior temporal and mid
dle temporal gyri.44,47 The meta-ROI SUVR was calculated as an 
average of the median uptake across regions of meta-ROI. The 
diagnostic group-averaged images are displayed in Supplementary 
Fig. 2.

Network architecture

A schematic of the 3D Dense-U-Net architecture used for this study 
is shown in Fig. 1.48 The network is a U-Net type architecture49 with 
dense interconnections between convolutional layers (dense 
block). The architecture is comprised of four downsampling (en
coder) blocks for feature extraction and four upsampling (decoder) 

blocks for image reconstruction, which are connected by a bridge 
block. Within every block, the convolutional layers are densely inter
connected in a feed-forward manner. The network doubles or halves 
the number of filters (denoted above each block) along each succes
sive encoder and decoder path, respectively. The architecture takes 
input volumes of size 128 × 128 × 128 and outputs the images with 
the same dimensions. For this, we resized the volume by cropping 
and zero padding so that it is divisible by two until the bottom of 
the network for the max-pooling and upsampling procedure. Along 
the anterior-posterior axis, eight slices of anterior and nine slices of 
posterior were cropped. Then, seven slices were padded on the left 
and bottom of the cropped volume, forming a 3D data of size 128 ×  
128 × 128. The output volume of the network was reconstructed as 
the original size (121 × 145 × 121) for the visualization.

Training and testing

The neural network was implemented using Keras with 
TensorFlow as the backend. Cross-validation experiments were 

Table 1 Demographics for Mayo participants

Characteristic Clinical diagnosis

Normal MCI AD FTD DLB Others

n (%) 739 (62) 169 (14.18) 110 (9.23) 25 (2.10) 38 (3.19) 111 (9.31)
Age, median (min, max), years 69 (30, 94) 74 (26, 98) 72 (53, 92) 62 (43, 75) 70 (45, 89) 68 (33, 85)
Male sex, n (%) 385 (52.10) 118 (69.82) 53 (48.18) 11 (44) 33 (86.84) 64 (57.66)
Education, median (IQR), yearsa 16 (13–17) 16 (12–18) 16 (13–17) 16 (13.75–18) 15.5 (14–18) 16 (14–18)
Clinical Dementia Rating Scale-Sum of 

Boxes, median (IQR)b
0 (0–0) 1 (0.5–1.5) 4.5 (2.5–7) 4.25 (2.75–6.25) 4.5 (3–6) 1.5 (0.5–4)

Meta-ROI FDG PET SUVR, median (IQR) 1.55 (1.46–1.64) 1.39 (1.28–1.49) 1.19 (1.05–1.30) 1.42 (1.32–1.55) 1.17 (1.08–1.27) 1.42 (1.22–1.56)
Meta-ROI PiB PET SUVR, median (IQR)c 1.39 (1.31–1.52) 1.55 (1.37–2.32) 2.49 (2.23–2.72) 1.34 (1.20–1.46) 1.61 (1.36–2.22) 1.43 (1.31–2.14)
Meta-ROI Tau PET SUVR, median (IQR) 1.18 (1.13–1.23) 1.24 (1.19–1.40) 1.91 (1.60–2.31) 1.25 (1.18–1.35) 1.21 (1.17–1.28) 1.26 (1.16–1.55)

AD = Alzheimer’s disease; DLB = dementia with Lewy bodies; FTD = frontotemporal dementia; IQR = interquartile range; MCI = mild cognitive impairment; ROI = region of 

interest. 
aNumber of participants missing this variable = 3. 
bNumber of participants missing this variable = 9. 
cNumber of participants missing this variable = 19.

Figure 1 Dense-U-Net architecture and layout of analysis. (A) The architecture receives input of size 128 × 128 × 128 and produces the artificial intel
ligence (AI)-imputed tau-PET of the same dimension with input data. Dense-U-net architecture is composed of encoder (left), decoder (right) and bridge. 
Left dotted box illustrates a layout of dense connection in dense block, when output from each rectified linear unit (ReLU) layer is concatenated (circular 
C) to the input of the block before fed to the next layer. The numbers denoted above the dense blocks indicate a number of filters. (B) The similarity 
between ground-truth tau PET and AI-imputed tau PET was assessed across total participants in test set using a regional standardized uptake value 
ratio (SUVR) calculated from 46 regions of interest (ROIs) and meta-ROI. Pearson’s correlation and mean absolute percentage error (MAPE) were 
used as an evaluation metric.
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conducted using 5-fold validations (60% training set, 20% validation 
set and 20% test set). To prevent any possible data leakage between 
the training and validation/testing datasets, we excluded any over
lap of participants among training, validation and test sets. Within 
each set, multiple scans per subject were included. Demographics 
for participants in the training, validation and testing datasets for 
each fold can be found in Supplementary Tables 2 and 3, including 
pertinent clinical variables, measures of cognitive performance and 
tau-PET meta-ROI SUVR, which can be considered as a ground- 
truth measure of model training. As results, we found that 
the composition of each group was relatively similar. The 
model was optimized using Adam optimizer50 with parameters: 
β1 = 0:9 and β2 = 0.999. The training epoch used was 150. The 
learning rate from training was set to 1 × 10−4 and decreased by a 
factor of two for every 10 epochs. If the validation error did not im
prove in seven epochs, the learning rate was updated. A mini batch 
of size 2 was used. The mean squared error was used as the loss 
function.

Occlusion analysis

Occlusion sensitivity analysis was performed to identify ROIs in the 
brain contributing to the performance of the tau-PET synthesis 
model.51 The analysis was conducted for the test image dataset 
for FDG-, T1w- and PiB-based models. For each model, voxels 
from a single ROI in the original source images were occluded 
with zero values one at a time, and their relevance in the tau-PET 
synthesis was estimated as a change of regional mean absolute per
centage error (MAPE) between the original and after occlusion 
(ΔMAPER1→R2 = MAPER1→R2 − MAPER2, where R1 is an occluded ROI 
and R2 is a region where the MAPE is calculated).

Neuropathology methods

The accuracy of AI-imputed tau-PET was evaluated using 
post-mortem neuropathology data. For the neuropathologic 
assessment, immunohistochemistry was performed using a 
phospho-specific tau antibody (AT8; 1:1000; Endogen).5 The 
AT8 immunostained sections were used to assess Braak tangle 
stage.52,53 Participants were assigned the neuropathologic diagno
sis of Alzheimer’s disease if they had a Braak tangle stage of ≥IV 
and had at least a moderate neuritic plaque score. Primary 
age-related tauopathy (PART) was assigned if the case met pub
lished criteria—Braak tangle stage I–IV and Thal amyloid phase 2 
or less. Lewy body disorders were classified neuropathologically 
based on the distribution and severity of Lewy bodies and 
neurites.54

Statistical analysis

To evaluate the model’s performance, regional SUVRs were ex
tracted from both the ground-truth and AI-imputed tau-PET scans 
and the Pearson’s correlation and MAPE between tau images across 
participants were tested. A difference of correlation coefficient and 
MAPE between the models was evaluated using a two-way ANOVA. 
Correlations between SUVR in the meta-ROI and Braak tangle stage 
were calculated using Spearman’s correlation. The tau positivity 
was defined using four different meta-ROI cut-off thresholds 
(1.11, 1.21, 1.33 and 1.46).20,44 Receiver operator characteristic 
(ROC) analyses were performed using the entire cohort; how
ever, the T1w-related variables (i.e. cortical thickness and 
T1w-imputed tau) were analysed separately by their manufacturer 

(GE and Siemens) because combining the cortical thickness values 
across the manufacturer is not reliable. For each cut-off value, a pair- 
wise comparison of the area under the ROC curve (AUROC) was 
performed using a one-way ANOVA with Holm-Sidak post hoc test. 
The diagnostic groups were defined as CU amyloid negative (CUA−) 
and CU amyloid positive (CUA+), MCI, AD-spectrum [i.e. Alzheimer’s 
disease spectrum including typical Alzheimer’s disease, logopenic 
progressive aphasia (LPA) and PCA], FTD-spectrum (i.e. FTD spectrum 
including PSP, bvFTD, semantic dementia and nfvPPA) and 
DLB-spectrum (i.e. DLB spectrum including RBD and DLB) and the 
classification was performed for CU versus AD-spectrum, AD- 
spectrum versus FTD-spectrum, and AD-spectrum versus DLB- 
spectrum. A pair-wise comparison of the AUROC value for classifying 
diagnostic groups was performed using a two-way ANOVA and 
Holm-Sidak post hoc test. Beyond the performance evaluation, transpar
ency in AI models is crucial for downstream users across various do
mains to determine whether a model is suitable for their use cases. To 
document the transparency of the trained model, we developed a model 
card accompanying benchmarked evaluation in a variety of conditions, 
such as across different race, ethnicity and demographics. The model 
card can be downloaded from the following link (https://github.com/ 
Neurology-AI-Program/AI_imputed_tau_PET.git).

Results
Metabolic PET image-based tau-PET imputation

First, we tried to impute tau-PET using glucose metabolism images 
obtained by FDG-PET. Figure 2A shows eight representative ex
ample cases from the test set, comparing the original FDG-PET, 
ground-truth tau-PET and AI-imputed tau-PET. As illustrated in 
Fig. 2A, the AI-imputed tau-PET image showed good agreement 
with ground-truth images in visual assessment. A high degree of 
similarity was observed for cases with high tau burden (Cases 6, 7 
and 8) and cases with subtle tau tracer activity (Cases 1 and 2), dem
onstrating the range of tau activity the model is capable of 
characterizing.

To quantify the model’s performance, regional SUVRs and 
meta-ROI SUVRs extracted from both the ground-truth and 
AI-imputed tau-PET scans were compared (Fig. 1B). The 
AI-imputed tau-PET SUVR, when plotted against ground-truth 
tau-PET using a real tau tracer, demonstrated that each regional 
SUVR showed a high correlation (r > 0.8) and low MAPE (∼8%), which 
is moderately higher than the test-retest variability of AV-1451 
PET,55 as well as the meta-ROI (Fig. 2B). The mean correlation coef
ficient and MAPE of 5-fold summarized for each anatomic ROI and 
the meta-ROI reflect the performance of the model (Fig. 2C). The 
mean correlation coefficient for the meta-ROI was 0.79 ± 0.06 and 
the MAPE was 8.24 ± 0.64%. The regional SUVR of the basal ganglia 
and thalamus, a known region of off-target AV-1451 binding, 
showed relatively lower performance.

To examine whether the trained model presents a dataset- 
specific bias, we evaluated the performance of the Mayo-trained 
models on the multi-site cross-modal data from the ADNI (n = 288; 
Supplementary Table 1). Using the ADNI scans, we observed that 
the FDG model trained on the Mayo dataset (Supplementary Fig. 3) 
showed a robust performance on the external evaluation, although 
the overall performance slightly decreased compared to the original 
result from the Mayo test set [F(1376) = 386.6, P < 0.001 for correlation 
coefficient and F(1376) = 1330, P < 0.001 for MAPE, using a two-way 
ANOVA].
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Tau PET imputation using structural MRI or 
amyloid-PET as input

Next, we used the same Dense-U-Net architecture to impute 
tau-PET using structural T1w. The model was initialized and separ
ately trained from scratch. The prediction accuracy of T1w model 
was significantly lower than the FDG-based model [F(1376) =  
424.1, P < 0.001 for correlation coefficient and F(1376) = 159.5, 
P < 0.001 for MAPE, using a two-way ANOVA; Fig. 3]. In some ROIs 
such as the insula, anterior cingulate, medial orbitofrontal, olfac
tory and gyrus rectus, the correlation coefficient was considerably 
low (r < 0.3; Fig. 3B and C). In the T1w-based model, the 
meta-ROI’s mean correlation coefficient was 0.62 ± 0.05 and mean 
MAPE was 10.16 ± 0.82% across the 5-fold test sets.

The T1w-based model was also cross-evaluated using the ADNI 
dataset. As a result, the performance of the T1w-based model on an 
external dataset was found to have relatively low accuracy com
pared to the training (Mayo) dataset [F(1376) = 134.1, P < 0.001 for 
correlation coefficient and F(1376) = 208.0, P < 0.001 for MAPE, using 
a two-way ANOVA; Supplementary Fig. 4]. In most ROIs, the correl
ation coefficient was very low (r < 0.2) and the MAPE was high 
(>10%), meaning that the T1w-based model trained on the training 
dataset did not show a robust performance for images acquired in a 
multi-site external dataset.

Next, we trained the model using amyloid-PET inputs from the 
PiB radiotracer (Fig. 4). The PiB-based model was also able to gener
ate AI-imputed tau-PET scans with high accuracy (Fig. 4A and B) 
and the mean correlation between ground-truth regional SUVR 
and AI-imputed regional SUVR was found to be 0.41–0.76 and the 
MAPE range was ∼7–11% (Fig. 4C). The general performance was 
significantly lower than the FDG-based model [F(1376) = 96.76, 
P < 0.001 for correlation coefficient and F(1376) = 30.77, P < 0.001 
for MAPE, using a two-way ANOVA]; however, the performance 

was significantly higher than the T1w-based model [F(1376) = 137.7, 
P < 0.001 for correlation coefficient and F(1376) = 80.63, P < 0.001 for 
MAPE, using a two-way ANOVA]. The train and validation loss for 
each model are visualized in Supplementary Fig. 5.

Further evaluation of the accuracy of artificial 
intelligence-based tau-PET imputation

For additional evaluation of the model’s performance, voxel-wise 
error maps between the AI-imputed tau and ground-truth 
tau-PET were calculated using a root mean squared error (RMSE) 
(Supplementary Fig. 6A–C). Overall, the FDG-based model showed 
the lowest RMSE across the cortical regions, followed by the PiB- 
and T1w-based models. For additional voxel-based quantitative 
analysis, multi-scale structural similarity index (MS-SSIM)56 was 
also computed (Supplementary Fig. 6D). All modalities showed 
moderately high MS-SSIM values (>0.9) and the performance of 
both the FDG- and PiB-based models was significantly higher 
than the T1w-based model (P < 0.001, Holm-Sidak test). Additional 
example images comparing ground-truth and AI-imputed 
tau-PETs are shown in Supplementary Fig. 7.

We then evaluated the accuracy of AI-imputed tau-PET using 
post-mortem neuropathology data by calculating correlations be
tween SUVR in the meta-ROI and Braak tangle stage. Thirteen par
ticipants who had tau-PET within 3 years of death and complete 
neuropathologic assessments were eligible for evaluation. As a 
result, the FDG-PET SUVR was not significantly correlated with 
the Braak stage (r = −0.45, P = 0.126, Spearman’s correlation, 
Supplementary Fig. 8); however the AI-imputed tau-PET SUVRs 
from the FDG-PET showed a significant association with the Braak 
stage (r = 0.78, P = 0.003, Spearman’s correlation, Supplementary 
Fig. 8), which was also comparable with the ground-truth tau- 
PET (P > 0.05, z-test after Fisher’s r to z transformation, 

Figure 2 FDG-PET based tau-PET synthesis results. (A) Eight representative cases with original FDG-PET, ground-truth tau-PET and artificial intelli
gence (AI)-imputed tau PET. (B) Scatter plots of ground-truth tau-PET and AI-imputed tau PET from seven representative regions of interest (ROIs) 
and meta-ROI. r indicates Pearson’s correlation coefficient. MAPE = mean absolute percentage error. Linear regression (black line) and 95% confidence 
bands (dotted lines) are shown. (C) The mean of correlation coefficient and MAPE of five folds from 46 ROIs and the meta-ROI is summarized in a box 
plot. The yellow-coloured box depicts the meta-ROI result. Open circles indicate different folds. SUVR = standardized uptake value ratio.
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Figure 3 Structural MRI-based tau-PET synthesis results. (A) Eight representative cases with original T1-weighted (T1w), ground-truth tau-PET and 
artificial intelligence (AI)-imputed tau-PET. (B) Scatter plots between ground-truth tau-PET and AI-imputed tau-PET from seven representative regions 
of interest (ROIs) and meta-ROI. r indicates the Pearson’s correlation coefficient. MAPE = mean absolute percentage error. Linear regression (black line) 
and 95% confidence bands (dotted lines) are shown. (C) The mean correlation coefficient and MAPE of five folds from 46 ROIs and meta-ROI is summar
ized in the box plots. The yellow-coloured box depicts the meta-ROI result. Open circles indicate different folds. SUVR = standardized uptake value 
ratio.

Figure 4 Amyloid-PET based tau-PET synthesis results. (A) Eight representative cases with actual Pittsburgh compound B (PiB)-PET, ground-truth 
tau-PET and artificial intelligence (AI)-imputed tau PET. (B) Scatter plots between ground-truth tau PET and AI-imputed tau PET from seven represen
tative regions of interest (ROIs) and meta-ROI. r indicates the Pearson’s correlation coefficient. MAPE = mean absolute percentage error. Linear regres
sion (black line) and 95% confidence bands (dotted lines) are shown. (C) The mean of correlation coefficient and MAPE of five folds from 46 ROIs and 
meta-ROI is summarized in a box plot. The yellow-coloured box depicts the meta-ROI result. Open circles indicate different folds. SUVR = standardized 
uptake value ratio.
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Supplementary Fig. 8). For the other modalities, the association was 
similar between the input imaging and AI-imputed tau-PET, or even 
worse than the input data for the T1w model.

We further explored combined modality training by simultan
eously utilizing two input volumes (i.e. FDG-PET + T1w, FDG-PET  
+ PiB PET and PiB PET + T1w) for tau-PET imputation 
(Supplementary Table 4). The architecture of the model remained 
unchanged, while adjustments were made to the input layer’s di
mensions along the channel axis to take the superimposed bimodal 
volumes as inputs. As results, we found that FDG-based imputation 
outperformed other modalities significantly and employing a 
multimodal approach (e.g. FDG + PiB and FDG + T1w) did not en
hance predictive accuracy compared to using solely FDG-PET as in
put. The multimodal training did not yield notable improvements 
for PiB-PET as well (PiB alone versus PiB + T1w).

In addition, we also trained different architectures: Variational 
Autoencoder (VAE)57 and a pix2pix Generative Adversarial 
Network (GAN),58 which have been reported for a paired image 
translation task. As a result, we found that both U-Net and pix2pix 
outperformed VAE across input modalities. Although the compari
son between U-Net and pix2pix did not reach statistical signifi
cance, Dense-U-Net consistently showed higher performance 
compared to pix2pix (Supplementary Table 5 and Supplementary 
Fig. 9). In the within-architecture comparison, training with FDG- 
and PiB-based data consistently performed better across the mod
els than with T1w (Supplementary Table 6). Based on these results, 
we speculate that because the input and output highly align with 
the same brain structure, the skip connection between the encoder 
and decoder included in the U-Net architecture is beneficial for im
proving imputation performance.

As a control experiment, we also trained a model to impute 
the PiB-PET from the FDG-PET. The results were rather suboptimal, 
showing a large deviation in the predicted PiB-PET SUVR 
compared to the ground-truth, yielding a high prediction error 
(Supplementary Fig. 10).

Evaluation of artificial intelligence-imputed 
tau-PET’s clinical implications

Although the AI models, particularly the FDG- and PiB-based impu
tations, showed high accuracy in predicting the spatial distribution 
of tau pathology from input data, the clinical utility of AI-imputed 
tau images might be questionable due to the variability of predicted 
values. Therefore, we performed experiments to assess the clinical 
implications of AI-imputed tau-PET images. First, we performed 
ROC analyses for predicting tau positivity. In dementia research 
and clinical practice, although the biomarkers exist on a continuum, 
dichotomizing normal/abnormal tau using specific cut-points is use
ful and widely used.44 We tried to predict the tau positivity obtained 
from the ground-truth tau-PET data using four different meta-ROI 
cut-off thresholds (SUVR = 1.11, 1.21, 1.33 and 1.46) with the 
AI-imputed tau-PET. The lowest and highest cut-points (SUVR =  
1.11 and 1.46) reflecting recent clinical trial stratification20 and 
middle cut-points reflecting 95% specificity (SUVR = 1.21) and 
discrimination between age-matched controls and cognitively im
paired amyloid-PET positive individuals (SUVR = 1.33).44 In addition, 
to evaluate the performance of AI-imputed images relative to the in
put modalities, the ROC analysis was also performed using the actual 
FDG-PET, cortical thickness or PiB-PET as predictors. All variables 
were derived from the tau-PET meta-ROI for the analysis.

For FDG-PET, we found that applying the model was more suc
cessful in predicting tau positivity than the actual FDG SUVR 

(Fig. 5A–C). The FDG-imputed tau-PET showed significantly im
proved AUROC values versus the actual FDG, except at the lowest 
SUVR threshold (1.11) (P = 0.004 for 1.21, P < 0.001 for 1.33 and 1.46, 
Holm-Sidak test, Fig. 5C). A similar ROC analysis was performed 
using cortical thickness directly measured from T1w examinations 
and T1w-based AI-imputed tau-PET scans to predict true tau- 
positive participants (Fig. 5D–F). As the cortical thickness metric 
cannot be combined across the different manufacturers, the GE 
and Siemens cohorts were analysed separately and the result for 
GE, which was the majority manufacturer of our dataset, is dis
played in the main result. In contrast to the FDG-based model, 
the T1w-based imputation was not more successful than direct 
measurement of cortical thickness (Fig. 5D–F). No significant differ
ences were found in the AUROC (P > 0.05 for SUVR thresholds 1.11, 
1.21, 1.33 and 1.46, Holm-Sidak test). The Siemens cohort showed a 
similar result (Supplementary Fig. 11). The PiB-based model 
showed no significant improvement in the AUROC for tau predic
tion compared to actual PiB-PET SUVR (Fig. 5G–I). This result implies 
that imputing tau-PET scans from the FDG could augment clinical 
utility beyond using the FDG-PET alone. Meanwhile, the T1w and 
PiB model did not add predictive value for classifying tau positivity 
compared to the cortical thickness or PiB-PET SUVR. In the pairwise 
comparison between the predictors, FDG- and PiB-based 
AI-imputed tau-PET outperformed the other methods in classifying 
tau positivity, except for the lowest cut-off value (Holm-Sidak test, 
Supplementary Fig. 12).

For the ADNI dataset, a similar result was observed 
(Supplementary Figs 13 and 14). FDG-based AI-imputed tau-PET 
showed significantly improved AUROC values over the actual 
FDG-PET (P < 0.001 for 1.11, 1.21, 1.33 and 1.46, Holm-Sidak test, 
Supplementary Fig. 13A–C), while the T1w-based model did not 
show an improved AUROC (P > 0.05, for SUVR thresholds 1.11, 
1.21, 1.33 and 1.46, Holm-Sidak test, Supplementary Fig. 14D–F). 
For all SUVR thresholds, FDG-based AI-imputed tau-PET showed 
the highest AUROC value for classifying tau positivity.

For another experiment to evaluate the clinical implications of 
AI-imputed tau-PET, ROC analysis was performed to assess the 
diagnostic performance of AI-imputed tau-PET images. For this 
analysis, four different meta-ROI tau-PET values were extracted: 
actual tau, FDG-imputed tau, T1w-imputed tau and PiB-imputed 
tau (Fig. 6). For comparison with the model-imputed tau-PETs, me
trics from each input modality were also calculated from tau-PET 
meta-ROI: FDG-PET SUVR, cortical thickness and PiB-PET SUVR. 
Figure 6A–D shows the meta-ROI tau-PET SUVR for each diagnostic 
subgroup. In addition, the scatter plots comparing the ground-truth 
versus AI-imputed SUVR has been visualized in Supplementary 
Fig. 15. In general, the pattern of distribution was similar across 
the modalities, while the T1w-based tau-PET showed relatively 
lower predicted SUVR than others (Fig. 6C). The classification was 
performed for CU versus AD-spectrum, AD-spectrum versus 
FTD-spectrum and AD-spectrum versus DLB-spectrum (Fig. 6E–G). 
We performed a statistical test for comparisons of AUROC among 
the AI-imputed and actual tau-PET and pair-wise comparison be
tween the AI-imputed tau-PET and the metric from the correspond
ing input data.

For the CU versus AD-spectrum comparison, the FDG-based mod
el showed the highest accuracy followed by the actual, PiB-based and 
T1w-based tau-PET (Holm-Sidak test; Fig. 6E and H). Interestingly, the 
classification performance of the FDG-based model was significantly 
higher than the actual tau-PET (P < 0.001, Holm-Sidak test, Fig. 6E). 
In comparison with input modality, FDG- and PiB-based model 
showed improved accuracy (P < 0.001, Holm-Sidak test, Fig. 6E). 
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For the AD-spectrum versus FTD-spectrum, the PiB-based model 
showed the best performance followed by the actual, FDG-based 
and T1W-based tau-PET (Fig. 6F); however, the PiB-PET also per
formed well and was not significantly different with the synthesized 
tau-PET (P = 0.65, Holm-Sidak test, Fig. 6F). The performance of 
FDG-based tau model was significantly improved compared to 
the FDG-PET (P < 0.001, Holm-Sidak test, Fig. 6F). In classifying the 
AD-spectrum versus DLB-spectrum, the actual tau performed the 
best, followed by the FDG-based, PiB-based and T1w-based 
AI-imputed tau-PET (Fig. 6G). FDG- and PiB-based model showed an 
improvement upon the performance of the input data (P < 0.001 
and P = 0.007 for FDG-based model and PiB-based model, respective
ly, Holm-Sidak test, Fig. 6G).

The discriminatory performance of the models was further 
evaluated at different disease stages. First, we performed ROC tests 

to classify the diagnostic groups, specifically CUA− versus CUA+ 
and CUA+ versus cognitively impaired including the MCI and 
Alzheimer’s disease individuals (Supplementary Fig. 16A and B). 
For the CUA− versus CUA+, an earliest stage of disease progression, 
amyloid-PET-based approach including actual PiB-PET and 
PiB-based AI-imputed tau-PET showed the highest performance. 
This result aligns with expectations as the amyloid status was de
fined by the PiB-PET level and tau-PET is known to be less sensitive 
for early disease stages. Interestingly, applying the model on the 
PiB-PET significantly decreased the prediction performance, which 
implies that converting PiB-PET to tau-PET by AI might result in 
some information loss. For the CUA+ versus cognitively impaired, 
the classification performance of AI-imputed tau-PETs was com
parable with the actual tau-PET. Notably, only the FDG-based mod
el was able to significantly improve the performance than that of 

Figure 5 ROC analysis for tau PET positivity. Tau positivity predicted from the ground-truth tau-PET using four different meta-ROI (region of interest) 
cut-off thresholds (1.11, 1.21, 1.33 and 1.46) were obtained using six different predictors: (A) actual FDG-PET and (B) FDG-based synthesized tau-PET 
with (C) area under the ROC curve (AUROC) comparison between the original FDG and FDG-based AI-imputed tau-PET; (D) cortical thickness from 
the cohort who had GE scans and (E) T1-weighted (T1W)-based artificial intelligence (AI)-imputed tau-PET from the cohort who had GE scans with 
(F) AUROC comparison between the cortical thickness and T1W-based AI-imputed tau-PET. (G) Actual PiB-PET and (H) PiB-based AI-imputed 
tau-PET with (I) AUROC comparison between the PiB-PET and PiB-based AI-imputed tau-PET. A pair-wise comparison was performed between input 
data and the corresponding AI-imputed tau PET for each cut-off. Statistical significance was tested by post hoc Holm-Sidak comparisons after two-way 
ANOVA. **P < 0.005, ****P < 0.0001. Open circles in C, F and I indicate different folds. ns = not significant; ROC = receiver operating characteristic.
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the input modality. Additionally, we performed ROC tests for pre

dicting tau positivity separately for cognitively unimpaired and 

cognitively impaired groups (Supplementary Fig. 16C and D). As a 

result, although the overall performance was low across all modal

ities in the CU group, the FDG- and PiB-based model showed high 

predictability (mean AUROC > 0.8) for the cognitively impaired 

group, with only FDG-based model surpassing the input data to pre

dict tau positivity.

Interpretability of 3D Dense-U-Net model using 
occlusion sensitivity analysis

To facilitate the interpretability of the Dense-U-Net model, saliency 
maps were estimated through occlusion sensitivity analysis for 
three different input modalities.51,59 In the occlusion method, a 
single ROI in the input space was occluded by setting these voxels 
to zero, and their relevance in the decisions was indirectly 
estimated by calculating the change of MAPE (i.e. ΔMAPE =  

Figure 6 Diagnostic performance of AI-imputed tau-PET. (A–D) Meta-ROI (region of interest) standardized uptake value ratios (SUVRs) from the actual 
tau, FDG-, T1-weighted (T1W)-, and Pittsburgh compound B (PiB)-based artificial intelligence (AI)-imputed tau-PET were plotted for each diagnostic 
group. Red, blue and grey coloured dots show amyloid positive, negative and unknown, respectively. (E–G) Receiver operating characteristic (ROC) ana
lysis was performed for classifying the diagnostic groups using seven predictors. Open circles indicate different folds. Statistical significance was as
sessed with two-way ANOVA and Holm-Sidak post hoc comparison. Aβ = amyloid-β; CUA = cognitively unimpaired with normal amyloid; CUA+ =  
cognitively unimpaired with abnormal amyloid level; MCI = mild cognitively impaired; AD = Alzheimer’s disease; LPA = logopenic progressive aphasia; 
PCA = posterior cortical atrophy; PSP = progressive supranuclear palsy; FTD = frontotemporal dementia; SD = semantic dementia; nfvPAA = non-fluent 
variant of progressive associative agnosia; RBD = REM sleep behaviour disorder; DLB = dementia with Lewy bodies; spec = spectrum. **P < 0.01, ***P <  
0.0001.
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MAPEocclusion − MAPEoriginal). An adjacency matrix (Fig. 7A, C and E) 
plotting the regional ΔMAPE against each occluded ROI (vertical 
axis) shows the contribution of each ROI to the performance of 
the model. The diagonal line in each of these adjacency matrices 
is somewhat expected, representing the high contribution of the 
voxel of source images to the same region of the synthesized tau, 
observed for all three modalities (Fig. 7A, C and E). Notably, 
occlusion analysis revealed multiple additional anatomic regions 
with a high contribution that are spatially remote, which differ 

according to the input images. For the FDG-based model, the sen
sorimotor cortex and the frontal lobe were dominant contributors 
to the global accuracy of the tau model, showing a high contribution 
to the MAPE for most of the brain (Fig. 7A and B). This implies that 
metabolism in the sensorimotor cortex and the frontal regions 
were involved in the accurate imputation of tau-PET for other brain 
regions. On the other hand, for the T1w-based model, the temporal, 
parietal and occipital lobes were found to be the dominant con
tributor to global accuracy (Fig. 7C and D). The influence of remote 

Figure 7 Occlusion analysis. Region of interest (ROI)-wise occlusion analysis was performed to enhance the interpretability of model. (A, C and E) The 
adjacency matrix shows the ΔMAPE (mean absolute percentage error) in one ROI (horizontal axis) from occluding another ROI (vertical axis) for FDG-, 
T1W- and PiB-based model, respectively. ΔMAPE was calculated as MAPER1→R2 − MAPER2, where R1 is an occluded ROI and R2 is the region where the 
MAPE is calculated. The right panel in each matrix indicates the summation of ΔMAPE along the horizontal axis. (B, D and F) 3D rendering plots of the 
adjacency matrix in A, C and E for FDG-, T1W- and PiB-based model, respectively. Each edge’s colour was illustrated by ΔMAPE value between nodes. 
Each label denoted above the figure indicate the occluded regions. BG&Thal = basal ganglia and thalamus; CG = cingulate cortex; FL = frontal lobe; 
MTL = medial temporal lobe; OL = occipital lobe; PL = parietal lobe; SMC = sensorimotor cortex; TL = temporal lobe.
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structures was less prominently observed in the PiB-based model 
(Fig. 7E and F), implying that this model generates the AI-imputed 
tau-PET images using only relatively local amyloid information. 
For every model tested, no interhemispheric effect was observed.

Discussion
We have described a new approach for cross-modality tau-PET im
age imputation using 3D Dense-U-Net models. Overall, FDG-based 
approaches showed the highest degree of accuracy with good cor
relation to ground-truth tau-PET and low error for regional 
SUVRs, followed by the PiB-based model. The performance of the 
T1w-based model was significantly inferior to the FDG- and 
PiB-based models. In addition, the FDG-based model showed the 
most robust prediction capability, performing accurately in an ex
ternal cohort from the ADNI database where the T1w-model did 
not. In testing the clinically relevant application of AI-imputed 
tau-PET to predict tau positivity and classify diagnostic groups, 
only the FDG-based model showed significant improvement upon 
the performance of the original input data, suggesting that the 
model may enhance the utility of the metabolic images alone. 
The occlusion method, employed in an attempt to allow interpret
ation of the model’s mechanism of prediction, revealed that the 
FDG- and T1w-based models utilized global input from physically 
remote ROIs to impute the tau-PET, whereas a relatively locoregio
nal contribution was predominantly observed in the PiB model.

We speculate that the Dense-U-Net models generated tau-PET 
images using the patterns of hypometabolism, cerebral atrophy 
and amyloid burden captured by FDG-PET, structural T1w MRI 
and PiB-PET, respectively. The possibility that FDG hypometabo
lism, atrophy and amyloid levels are important features of the 
model, facilitating the successful imputation of tau-PET images, is 
biologically plausible and supported by previous literature (see 
Supplementary Fig. 17 for the associations between the modalities). 
A strong correlation of the tau uptake on tau-PET and hypometabo
lism on FDG-PET is well documented in prior studies.8,24,60,61 The 
regional atrophy pattern identified on T1w correlates well with re
gional tau-PET uptake.10,13,26,27,62 Autopsy studies also support a 
strong correlation of tau burden and brain atrophy.63-66 A correl
ation between tau and amyloid distribution has been shown, al
though the molecular relationship is complex, with a stronger 
relationship observed in the temporoparietal regions to a greater 
degree for predominantly cognitively normal cohorts26,28-30 and in 
the frontal, parietal and occipital lobes in a more advanced demen
tia cohort.67 These neuroimaging Alzheimer’s disease biomarkers 
become abnormal in a temporally ordered manner.68 The 
amyloid-PET tracer uptake increases earliest followed by tau-PET 
and FDG-PET, then structural MRI and finally clinical symptoms. 
The amyloid cascade hypothesis suggested that accumulation of 
Aβ plaques is the primary cause of tau NFT formation69; however, 
it has also been suggested that the aggregation of toxic form of Aβ 
and tau might be independent processes separately contributing 
to the development of Alzheimer’s disease pathology.70 In addition, 
autopsy data have shown that the regional patterns of Aβ differ 
from that of tau deposition.71 Meanwhile, hypometabolism and at
rophy are more closely related to tau accumulation as a down
stream consequence of neuronal loss due to tau NFTs. 
Abnormalities on FDG-PET may occur before structural changes 
in the brain in Alzheimer’s disease72,73 and hence potentially closer 
in time to the tau deposition, perhaps relating to the better 
performance of the FDG-based imputation in our study. 
Whitwell et al.60 also showed that FDG hypometabolism correlated 

with tau-PET uptake better than cortical thickness or PiB in both typ
ical Alzheimer’s disease and atypical Alzheimer’s disease, implying 
that FDG metabolism is most sensitive to the effects of tau path
ology. This is concordant with our observation that the FDG-based 
model was more successful than the T1w- and PiB-based model in 
comparison to ground-truth tau-PET. FDG has also been proposed 
as a marker of other conditions of interest in clinical dementia popu
lations beyond those associated with Alzheimer’s disease-tau, such 
as hippocampal sclerosis and TDP-43,74 DLB54,75,76 and is currently 
approved and covered by Medicare for clinical use in the differential 
diagnosis of FTD and Alzheimer’s disease. This wide applicability 
across the spectrum of clinical conditions included in building our 
model is likely a key contributing factor in our model’s potential to 
enhance the clinical utility of FDG.

Furthermore, occlusion analysis revealed that the model’s pre
dictions of tau activity for a given ROI depends not only on that 
same anatomic ROI but also on global input from physically remote 
ROIs. This held true for both the FDG- and T1w-based model’s pre
dictions, whereas the PiB-based model demonstrated predomin
antly locoregional contributions to the tau prediction for each 
ROI. The result implies that local amyloid levels alone may be suf
ficient for the PiB-model to generate tau images while the trained 
model did not simply translate local FDG-PET activity or T1w fea
tures to tau-PET but relied on additional associations to inform 
the distribution of tau in the model-imputed PET images. This 
also provides clues about the enhanced performance of the 
FDG-based model compared to the actual FDG in contrast to the 
other models did not.

For the FDG-based model, one possible interpretation is that the 
model could predict the tau level based on SUVR comparisons be
tween ROIs. The primary sensorimotor cortex and frontal lobe 
were dominant areas of influence on synthesized tau-PET accuracy 
from the FDG-based model revealed by occlusion analysis, surpris
ing because the sensorimotor cortex is typically spared from FDG 
hypometabolism and frontal lobe involved in later stages of 
Alzheimer’s dementia.77 Therefore, preserved metabolism in these 
regions may be interpreted by the model as reference region, modi
fying the model’s prediction of tau uptake in remote locations of the 
brain. In this context, it is important to note that sparing of the sen
sorimotor strip in Alzheimer’s disease is a feature currently used by 
clinicians to inform expert visual interpretation of FDG-PET 
images.78 This clinically used feature is thought to be related to 
Alzheimer’s disease biology rather than image intensity normaliza
tion. This feature, juxtaposed with heteromodal association cortex, 
also characterizes principal patterns of functional connectivity79

that are also observed in modes of variation in FDG-PET related to 
global functional architecture across dementia syndromes.22

Therefore, one biologically plausible alternative explanation is 
that the model could utilize information related to the brain’s glo
bal functional architecture in predicting the local tau uptake. 
Previous studies have supported the relationship between tau 
pathology and brain connectivity, based on the study of tau-PET 
distribution and correlation to resting state functional MRI 
(fMRI).9,14,80-82 Franzmeier et al.83 also reported that the higher func
tional connectivity observed by the resting state fMRI is associated 
with higher rates of tau accumulation. However, different function
al properties have been associated with amyloid,82 which may po
tentially explain the difference in learned features for these two 
modalities in predicting tau pathology in our study. This is consist
ent with our recent study showing that the FDG-PET based global 
functional state space showed a much higher predictive accuracy 
for tau-PET and Braak NFT stage than amyloid-PET.22 A key feature 
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of the global functional state space described in that study is the 
juxtaposition of heteromodal association cortex with primary sen
sorimotor cortex, and this feature is reflected in FDG occlusion ana
lysis (Fig. 7A and B), but not in the amyloid occlusion analysis 
(Fig. 7E and F) observed in the current study.

For the T1w-based model, the dominant regions of influence on 
remote parts of the brain were in the temporal, parietal and occipital 
lobes, correlating to areas of characteristic tau deposition and areas 
of significant regional volume loss in the Alzheimer’s disease spec
trum.4 Similar to the FDG-based model, the T1w model utilized the 
global information to predict the tau level; however, applying the 
model did not improve the performance compared to cortical thick
ness. The marginal predictive accuracy of the T1w model, presum
ably hampered by the heterogeneity of structural changes, may 
not be robust enough to improve upon the structural images, which 
have higher spatial resolution compared to the PET scans. Structural 
imaging is also less sensitive to changes in functional networks than 
FDG-PET and therefore potentially less likely to contain the same le
vel of functional network information on a single subject level that 
could be used to predict tau-PET.

Off-target binding of the tau tracer AV-1451 is an incompletely 
characterized phenomenon, most frequently described in the sub
stantia nigra, caudate, putamen and choroid plexus on the basis of 
post-mortem analysis and autoradiography studies.84-86 The litera
ture on the topic has suggested non-specific binding to structurally 
similar molecules such as MAO-A, MAO-B and potentially to miner
alized or pigment-containing structures, such as neuromelanin. 
Because the off-target binding of AV-1451 is not correlated to hypo
metabolism, atrophy and Aβ burden, we would expect the off-target 
binding to be somewhat poorly predicted in the synthetic tau images 
and this is what we observed. The common locations of off-target 
binding that were included in the ROI analysis demonstrate relative
ly low correlation and high MAPE with the imputed tau-PET scans 
and ground-truth for all of the models (Figs 2–4). The basal ganglia 
regions showed some association between ground-truth and 
AI-imputed SUVR (Supplementary Fig. 18). Previous studies have 
shown that the non-specific binding in the basal ganglia is asso
ciated with age, as the neuromelanin and iron increases with 
age.86,87 Thus, we speculate that the AI model may impute the off- 
target binding by learning age-related changes of input.

The AI-imputed tau-PET is also limited, to a certain extent, by 
the properties of true 18F-Flortaucipir PET. The model follows the 
behaviour of AV-1451 PET, used as the ground-truth, and not neces
sarily the distribution of tau that might be found at autopsy. This is 
also a strength, in that the model generates a result that is analo
gous to a clinically useful diagnostic procedure; however, this 
also has some complex implications. The AV-1451 tracer varies in 
strength of binding to tau isoforms, binding less to 3R or 4R tau 
than 3R + 4R tau.86 This is also reflected in vivo suggesting more spe
cificity of AV-1451 for Alzheimer’s disease-like tau than other tau 
isoforms.19 Numerous studies have confirmed that the role of 
AV-1451 in detecting non-Alzheimer’s tauopathies is limited.88,89

Interestingly, the FDG-based model’s overall prediction error was 
slightly higher in the temporal region for the FTD cohort and 
parietal region for the DLB cohort than the Alzheimer’s disease 
cohort (Supplementary Fig. 19), which are the regions with charac
teristic hypometabolism in each disease.78,90 This may in part re
flect a less direct relationship between areas impacted by these 
isoforms, changes of FDG-PET and the predicted tau-PET activity. 
Nonetheless, the diagnostic performance of the model’s meta-ROI 
for these groups of FTD and DLB participants was generally accur
ate and significantly enhanced the performance of FDG-PET alone. 

The differences between the input and output of the model and the 
regional variation with different types of tau-pathology support our 
speculation that the model is not directly ‘translating’ FDG uptake 
into tau for specific region but is more likely utilizing global input 
from physically remote ROIs and broader pattern recognition me
chanisms to predict tau activity for a given region.

The AI-imputed tau-PET may allow clinicians and researchers to 
maximize the use of neuroimaging biomarkers with a projection of 
tau pathology. Particularly, based on the experiments testing clin
ical implications of the synthesized tau-PET, application of the 
model would be most beneficial for FDG-PET as it could augment 
the utility of the metabolic images. The high correlation to ground- 
truth, including in an external dataset, implies that AI-imputed 
tau-PET may be a viable alternative of tau-PET in scenarios where 
tau-PET is not feasible, or the tau radiotracer is unavailable. As out
lined in the ‘Introduction’, use of multiple radiopharmaceuticals for 
FDG, tau and amyloid-PET is an expensive and resource-intensive 
prospect, now emerging as an area of research and clinical need 
with recent FDA accelerated approval of Alzheimer’s disease- 
modifying therapy91 and the potential for additional targeted ther
apies in the future. In contrast to tau-PET agents, 18F-FDG-PET is 
one of the most widely available and utilized nuclear imaging mo
dalities in current clinical practice.92,93 FDG-PET has the support of 
multiple professional societies in the diagnosis of dementia and is 
accessible at many medical centres.94-100 We hope that our pro
posed model could help maximize the clinical utility of the 
FDG-PET. Our study demonstrates that FDG-imputed tau-PET may 
provide valuable information regarding tau pathology with a high cor
relation to real tau-PET, especially in symptomatic individuals. Our 
work demonstrates the potential for the clinical utility of FDG-PET 
to be extended beyond differential diagnosis of FTD-spectrum, 
AD-spectrum and the DLB-spectrum to additional utility in stratify
ing patients on the AD-spectrum by tau load to facilitate complex 
clinical decision-making. This study also suggests potential applica
tions in settings where only FDG-PET is feasible, and potential for use 
as a biomarker in the research setting. This opens the door to conduct 
further feasibility and real-world performance studies of the clinical 
utility of FDG-PET as the primary initial screening PET modality in a 
streamlined evaluation of patients with dementia symptoms of any 
isolated or mixed aetiology from a pathologic perspective. Such stud
ies would require careful designs evaluating multiple biomarker 
strategies with real-world clinical outcomes that are beyond the 
scope of the current work. Ultimately, AI-imputed tau-PET may en
able more efficient resource utilization and reduce patients’ exposure 
to multiple radiopharmaceuticals and imaging tests by maximizing 
the information gleaned from FDG-PET.

One important limitation of the study is that the PiB-based mod
el was not cross-evaluated in the external dataset, as amyloid-PET 
using the PiB radiotracer was not available from the ADNI database. 
While the FDG model showed relatively robust performance during 
external validation, a significant decrease in performance was ob
served. Transfer learning could be a possible way to perform fine- 
tuning; however, we were unable to do so due to the insufficient 
sample size of the publicly usable database. The Mayo Clinic data
set used for training and evaluation in this study was large but pre
dominantly cognitively unimpaired individuals where little and/or 
confined tau-PET uptake can be expected. Incorporating more sam
ples with higher tau-PET levels can further enhance the model’s 
performance by enabling it to learn a wider range of patterns re
garding the underlying biological relationship between the input 
modality and NFT accumulation. While the occlusion sensitivity 
analysis provides some insight regarding which regions are 
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important to the success of the model, the mechanism of projecting 
tau uptake by the model remains unknown, hindering our ability to 
make inferences about the relationships between brain structural 
changes, tau and amyloid deposition, and glucose metabolism. 
We use the information here to imply relationships between tau 
deposition and metabolism in other parts of the brain, which merit 
exploration with further research. We acknowledge that these 
measurements include small regions, where measurements from 
PET images are nosier than in larger regions, but this limitation is 
common to most published analyses of tau-PET. The limited detect
ability of AV-1451 PET to early tau NFT accumulation5,101 as well as 
a variable resilience to tau pathology102 might penalize the reliabil
ity of the model’s prediction.

In summary, a 3D Dense-U-Net architecture is presented, which 
produced synthesized tau-PET brain scans from FDG-PET, PiB-PET 
and T1w. The FDG-based model of AI-imputed tau-PET demon
strated a high degree of correlation to ground-truth tau-PET for pa
tients on the MCI-AD spectrum, distinguished tau-positive versus 
tau-negative patients, and classified diagnostic groups with per
formance similar to the AV-1451 tau-PET exams. AI-imputed tau 
is feasible and has a potential to augment the value of FDG-PET 
for MCI and Alzheimer’s disease patients. Although the bimodal 
training did not yield significant improvement, more thorough op
timization of the model’s architecture to maximize the efficiency of 
multimodal inputs could potentially enhance the performance.

Data availability
In accordance with current standards for protection of sensitive pa
tient information in the MCSA and ADRC that undergo continuous 
review by study leadership, the current data access policy indicates 
that qualified academic and industry researchers can request data, 
biospecimens or both (https://www.mayo.edu/research/centers- 
programs/alzheimers-disease-research-center/data-requests). 
Qualified researchers interested in these data sharing opportunities 
can submit a request to the centre’s executive committee. Once a re
quest is submitted, the committee sends the indicated principal in
vestigator an email confirming that the request was received and 
giving a timeline for committee review. Images from the Mayo 
ADRC that meet Standardized Centralized Alzheimer’s and Related 
Dementias Neuroimaging (SCAN) imaging criteria are available here 
(https://scan.naccdata.org/). Data are available from the National 
Alzheimer’s Coordinating Center (https://naccdata.org/requesting- 
data/data-request-process). Data from the Alzheimer’s disease 
Neuroimaging Initiative (ADNI) are available from the ADNI database 
(https://adni.loni.usc.edu/) upon registration and compliance with the 
data usage agreement. The source code is available online: https:// 
github.com/Neurology-AI-Program/AI_imputed_tau_PET.

Acknowledgements
The authors thank the patients and their families who have partici
pated in these prospective clinical and imaging studies, and espe
cially for the generous donation of their brain tissue to help 
further knowledge in Alzheimer’s disease and related disorders. 
We gratefully acknowledge the support of NVIDIA Corporation 
with the donation of the Tesla P100 GPU used for this research. 
We would also like to acknowledge the help provided by the 
Google team (Stephen Pfohl, Gerardo Flores, Karan Shukla, 
Katherine Heller and Parker Barnes) for developing the model 
card. We would like to thank AVID Radiopharmaceuticals, Inc., 

for their support in supplying the F18-flortaucipir precursor, chem
istry production advice and oversight, and FDA regulatory cross-fil
ing permission and documentation needed for this work.

Funding
National Institutes of Health grant P30 AG62677-2 (D.T.J.), National 
Institutes of Health grant R01 AG011378 (C.R.J.), National Institutes 
of Health grant R01 AG041851 (C.R.J.), National Institutes of Health 
grant P50 AG016574 (R.C.P.), National Institutes of Health grant 
U01 AG06786 (R.C.P.), National Institutes of Health grant R01 
AG073282 (V.J.L.), Robert Wood Johnson Foundation, The Elsie 
and Marvin Dekelboum Family Foundation, The Edson Family 
Foundation, The Liston Family Foundation, The Robert H. and 
Clarice Smith and Abigail van Buren Alzheimer’s Disease 
Research Program, The GHR Foundation, Foundation Dr Corinne 
Schuler (Geneva, Switzerland), Race Against Dementia, and the 
Mayo Foundation.

Competing interests
J.L., B.J.B., H-K.M., M.L.S., E.D., N.C-L., C.T.M., H.J.W., E.S.L., A.T.N., 
R.R.R., H.B., L.R.B., J.L.G., C.G.S., K.K., and D.T.J. report no disclosures 
relevant to this manuscript. M.E.M. is a consultant for AVID 
Radiopharmaceuticals. She receives support from the NIH/NIA and 
State of Florida. V.J.L. serves as a consultant for Bayer Schering 
Pharma, Piramal Life Sciences, Life Molecular Imaging, Eisai Inc., 
AVID Radiopharmaceuticals, Eli Lilly and Company, and Merck 
Research and receives research support from GE Healthcare, 
Siemens Molecular Imaging, AVID Radiopharmaceuticals, and the 
NIH (NIA, NCI). J.G-R. serves on the editorial board for Neurology 
and receives research support from NIH. B.F.B. receives honoraria 
for SAB activities for the Tau Consortium; is a site investigator for 
clinical trials sponsored by Alector, Biogen, and Transposon; and re
ceives research support from NIH. D.S.K. serves on a Data Safety 
Monitoring Board for the DIAN study, has served on a Data Safety 
monitoring Board for a tau therapeutic for Biogen but received no per
sonal compensation, is a site investigator in Biogen aducanumab 
trials, is an investigator in clinical trials sponsored by Lilly 
Pharmaceuticals and the University of Southern California, serves 
as a consultant for Samus Therapeutics, Roche, Magellan Health 
and Alzeca Biosciences but receives no personal compensation, and 
receives research support from the NIH. R.C.P. serves as a consultant 
for Roche, Inc., Merck, Inc., Biogen, Inc., Eisai, Inc., Genentech, Inc., 
and Nestle, Inc., served on a DSMB for Genentech, receives royalties 
from Oxford University Press and UpToDate, and receives NIH fund
ing. C.R.J. has consulted for Lily and serves on an independent data 
monitoring board for Roche and as a speaker for Eisai, but he receives 
no personal compensation from any commercial entity. He receives 
research support from NIH and the Alexander Family Alzheimer’s 
Disease Research Professorship of the Mayo Clinic.

Supplementary material
Supplementary material is available at Brain online.

References
1. DeTure MA, Dickson DW. The neuropathological diagnosis of 

Alzheimer’s disease. Mol Neurodegener. 2019;14:1-18.
2. Ryan NS, Rossor MN, Fox NC. Alzheimer’s disease in the 100 

years since Alzheimer’s death. Brain. 2015;138:3816-3821.

992 | BRAIN 2024: 147; 980–995                                                                                                                                          J. Lee et al.

https://www.mayo.edu/research/centers-programs/alzheimers-disease-research-center/data-requests
https://www.mayo.edu/research/centers-programs/alzheimers-disease-research-center/data-requests
https://scan.naccdata.org/
https://naccdata.org/requesting-data/data-request-process
https://naccdata.org/requesting-data/data-request-process
https://adni.loni.usc.edu/
https://github.com/Neurology-AI-Program/AI_imputed_tau_PET
https://github.com/Neurology-AI-Program/AI_imputed_tau_PET
http://academic.oup.com/brainj/article-lookup/doi/10.1093/brain/awad346#supplementary-data


3. Fleisher AS, Pontecorvo MJ, Devous MD, et al. Positron emis
sion tomography imaging with [18F] flortaucipir and post
mortem assessment of Alzheimer disease neuropathologic 
changes. JAMA Neurol. 2020;77:829-839.

4. Leuzy A, Chiotis K, Lemoine L, et al. Tau PET imaging in neuro
degenerative tauopathies—Still a challenge. Mol Psychiatry. 
2019;24:1112-1134.

5. Lowe VJ, Lundt ES, Albertson SM, et al. Tau-positron emission 
tomography correlates with neuropathology findings. 
Alzheimers Dement. 2020;16:561-571.

6. Hanseeuw BJ, Betensky RA, Jacobs HI, et al. Association of 
amyloid and tau with cognition in preclinical Alzheimer dis
ease: A longitudinal study. JAMA Neurol. 2019;76:915-924.

7. Maruyama M, Shimada H, Suhara T, et al. Imaging of tau 
pathology in a tauopathy mouse model and in Alzheimer 
patients compared to normal controls. Neuron. 2013;79: 
1094-1108.

8. Ossenkoppele R, Schonhaut DR, Schöll M, et al. Tau PET pat
terns mirror clinical and neuroanatomical variability in 
Alzheimer’s disease. Brain. 2016;139:1551-1567.

9. Schöll M, Lockhart SN, Schonhaut DR, et al. PET Imaging of tau 
deposition in the aging human brain. Neuron. 2016;89:971-982.

10. Cho H, Choi JY, Hwang MS, et al. In vivo cortical spreading pat
tern of tau and amyloid in the Alzheimer disease spectrum. 
Ann Neurol. 2016;80:247-258.

11. Johnson KA, Schultz A, Betensky RA, et al. Tau positron emis
sion tomographic imaging in aging and early Alzheimer dis
ease. Ann Neurol. 2016;79:110-119.

12. Lee J, Burkett BJ, Min H-K, et al. The overlap index as a means of 
evaluating early tau-PET signal reliability. J Nucl Med. 2022;63: 
1748-1753.

13. Xia C, Makaretz SJ, Caso C, et al. Association of in vivo [18F] 
AV-1451 tau PET imaging results with cortical atrophy and 
symptoms in typical and atypical Alzheimer disease. JAMA 
Neurol. 2017;74:427-436.

14. Jones DT, Graff-Radford J, Lowe VJ, et al. Tau, amyloid, and cas
cading network failure across the Alzheimer's disease spec
trum. Cortex. 2017;97:143-159.

15. Dronse J, Fliessbach K, Bischof GN, et al. In vivo patterns of tau 
pathology, amyloid-β burden, and neuronal dysfunction in 
clinical variants of Alzheimer’s disease. J Alzheimers Dis. 2017; 
55:465-471.

16. La Joie R, Visani AV, Lesman-Segev OH, et al. Association of 
APOE4 and clinical variability in Alzheimer disease with the 
pattern of tau-and amyloid-PET. Neurology. 2021;96:e650-e661.

17. Graff-Radford J, Yong KX, Apostolova LG, et al. New insights 
into atypical Alzheimer’s disease in the era of biomarkers. 
Lancet Neurol. 2021;20:222-234.

18. FDA Approves first drug to image tau pathology in patients 
being evaluated for Alzheimer’s disease. Accessed 28 May 
2020. https://www.fda.gov/news-events/press-announcemen 
ts/fda-approves-first-drug-image-tau-pathology-patients-bei 
ng-evaluated-alzheimers-disease

19. Jones DT, Knopman DS, Graff-Radford J, et al. In vivo 
18F-AV-1451 tau PET signal in MAPT mutation carriers varies 
by expected tau isoforms. Neurology. 2018;90:e947-e954.

20. Mintun MA, Lo AC, Duggan Evans C, et al. Donanemab in early 
Alzheimer’s disease. N Engl J Med. 2021;384:1691-1704.

21. Mattay VS, Fotenos AF, Ganley CJ, Marzella L. Brain tau imaging: 
Food and drug administration approval of 18F-flortaucipir injec
tion. Soc Nuclear Med. 2020;61:1411-1412.

22. Jones D, Lowe V, Graff-Radford J, et al. A computational model 
of neurodegeneration in Alzheimer’s disease. Nat Commun. 
2022;13:1643.

23. Jack CR  Jr, Wiste HJ, Weigand SD, et al. Predicting future rates 
of tau accumulation on PET. Brain. 2020;143:3136-3150.

24. Bischof GN, Jessen F, Fliessbach K, et al. Impact of tau and 
amyloid burden on glucose metabolism in Alzheimer’s dis
ease. Ann Clin Transl Neurol. 2016;3:934-939.

25. Ossenkoppele R, Schonhaut DR, Baker SL, et al. Tau, amyloid, 
and hypometabolism in a patient with posterior cortical atro
phy. Ann Neurol. 2015;77:338-342.

26. Sepulcre J, Schultz AP, Sabuncu M, et al. In vivo tau, amyloid, 
and gray matter profiles in the aging brain. J Neurosci. 2016; 
36:7364-7374.

27. Wang L, Benzinger TL, Su Y, et al. Evaluation of tau imaging in 
staging Alzheimer disease and revealing interactions between 
β-amyloid and tauopathy. JAMA Neurol. 2016;73:1070-1077.

28. Brier MR, Gordon B, Friedrichsen K, et al. Tau and aβ imaging, 
CSF measures, and cognition in Alzheimer’s disease. Sci 
Transl Med. 2016;8:338ra66-338ra66.

29. Lockhart SN, Schöll M, Baker SL, et al. Amyloid and tau PET 
demonstrate region-specific associations in normal older peo
ple. Neuroimage. 2017;150:191-199.

30. Vemuri P, Lowe VJ, Knopman DS, et al. Tau-PET uptake: 
Regional variation in average SUVR and impact of amyloid de
position. Alzheimers Dement (Amst). 2017;6:21-30.

31. Kang J, Gao Y, Shi F, Lalush DS, Lin W, Shen D. Prediction of 
standard-dose brain PET image by using MRI and low-dose 
brain [18F] FDG PET images. Med Phys. 2015;42:5301-5309.

32. Jin C-B, Kim H, Liu M, et al. Deep CT to MR synthesis using 
paired and unpaired data. Sensors. 2019;19:2361.

33. Sikka A, Virk JS, Bathula DR. MRI To PET cross-modality trans
lation using globally and locally aware GAN (GLA-GAN) for 
multi-modal diagnosis of Alzheimer’s disease. arXiv. 
[Preprint] doi.org/10.48550/arXiv.2108.02160

34. Sikka A, Peri SV, Bathula DR. MRI To FDG-PET: Cross-modal 
synthesis using 3D U-Net for multi-modal Alzheimer’s classi
fication. arXiv. [Preprint] doi.org/10.48550/arXiv.1807.10111

35. Ben-Cohen A, Klang E, Raskin SP, et al. Cross-modality synthesis 
from CT to PET using FCN and GAN networks for improved auto
mated lesion detection. Eng Appl Artif Intell. 2019;78:186-194.

36. Klunk WE, Engler H, Nordberg A, et al. Imaging brain amyloid 
in Alzheimer’s disease with Pittsburgh compound-B. Ann 
Neurol. 2004;55:306-319.

37. Xia CF, Arteaga J, Chen G, et al. [18f] T807, a novel tau positron 
emission tomography imaging agent for Alzheimer’s disease. 
Alzheimers Dement. 2013;9:666-676.

38. Wong DF, Rosenberg PB, Zhou Y, et al. In vivo imaging of amyl
oid deposition in Alzheimer disease using the radioligand 
18F-AV-45 (flobetapir [corrected] F 18). [published correction 
appears in J Nucl Med. 2010 Aug;51(8):1327]. J Nucl Med. 2010; 
51:913-920.

39. Villemagne VL, Ong K, Mulligan RS, et al. Amyloid imaging 
with 18F-florbetaben in Alzheimer disease and other demen
tias. J Nucl Med. 2011;52:1210-1217.

40. Jack CR  Jr, Bernstein MA, Fox NC, et al. The Alzheimer's dis
ease neuroimaging initiative (ADNI): MRI methods. J Magn 
Reson Imaging. 2008;27:685-691.

41. Jagust WJ, Bandy D, Chen K, et al. The Alzheimer’s disease neu
roimaging initiative positron emission tomography core. 
Alzheimers Dement. 2010;6:221-229.

42. Schwarz CG, Gunter JL, Lowe VJ, et al. A comparison of partial 
volume correction techniques for measuring change in serial 
amyloid PET SUVR. J Alzheimers Dis. 2019;67:181-195.

43. Schwarz C, Gunter J, Ward C, et al. The mayo clinic adult life
span template (MCALT): Better quantification across the life
span. Alzheimers Dement. 2017;13:P93-P94.

Cross-modal tau PET imputation                                                                                                  BRAIN 2024: 147; 980–995 | 993

https://www.fda.gov/news-events/press-announcements/fda-approves-first-drug-image-tau-pathology-patients-being-evaluated-alzheimers-disease
https://www.fda.gov/news-events/press-announcements/fda-approves-first-drug-image-tau-pathology-patients-being-evaluated-alzheimers-disease
https://www.fda.gov/news-events/press-announcements/fda-approves-first-drug-image-tau-pathology-patients-being-evaluated-alzheimers-disease
https://doi.org/10.48550/arXiv.2108.02160
https://doi.org/10.48550/arXiv.1807.10111


44. Jack CR  Jr, Wiste HJ, Weigand SD, et al. Defining imaging bio
marker cut points for brain aging and Alzheimer’s disease. 
Alzheimers Dement. 2017;13:205-216.

45. Shinohara RT, Sweeney EM, Goldsmith J, et al. Statistical nor
malization techniques for magnetic resonance imaging. 
Neuroimage Clin. 2014;6:9-19.

46. Fischl B, Salat DH, Busa E, et al. Whole brain segmentation: 
Automated labeling of neuroanatomical structures in the hu
man brain. Neuron. 2002;33:341-355.

47. Jack CR  Jr, Wiste HJ, Schwarz CG, et al. Longitudinal tau 
PET in ageing and Alzheimer’s disease. Brain. 2018;141:1517-1528.
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